Worksheet 2/3 Solutions

MATH 33A

1. (a) Let T : R — R? be a map defined by T'(x) = (22, 2+1). To check if T
is a linear transformation, we need to verify if T(x+y) = T'(z)+ T (y)
and T'(cz) = ¢T'(x) for all z,y € R and c € R.

For T(x +y) = T(x) + T(y), we have:
Tx+y)=(z+y)? (+y) +1) =@ +2zy+y> s +y+1),
T(x)+T(y) =@z+1)+ @ y+1) =@+’ 2 +y+2).

Since (22 + 22y + 9%, v +y+1) # (22 +y%, v +y+2), T is not a
linear transformation.

(b) Let P :R? — R? be a map defined by P(z,y) = (2v+y, 2 —y, 3y). To
check if P is a linear transformation, we need to verify if P(u+v) =
P(u) + P(v) and P(cu) = cP(u) for all u,v € R? and ¢ € R.

For P(u + v) = P(u) + P(v), we have:

P(z1+x2,y1+y2) = (2(z1+22)+(Y1+Y2), (T1+22) — (Y1 +Yy2), 3(y1+12)),
P(z1,y1)+P(22,y2) = (221+y1, T1—Y1, 3y1) +(222+Y2, ¥2— Y2, 3y2) = (2(z1+22)+(y1+y2), (T1+T2)-
For P(cu) = ¢P(u), we have:
P(cx,cy) = (2(cx) + cy, cx — cy, 3(cy)),
cP(z,y) = c2z +y,x — y,3y) = (2(cz) + cy, cx — cy, 3(cy)).

Since P(u 4+ v) = P(u) + P(v) and P(cu) = ¢P(u), P is a linear
transformation.
The matrix associated with P is a 3 X 2 matrix:

2 1
1 -1
0 3

2. Show that the family of linear transformations Ty : R? — R? of the form

Ap = [cos § —sin 0]

sinf  cos@

satisfy the following properties:



(a) They commute, i.e. AgAg = Ay Ay.

Ao A — [cos —sind| [cos§ —sin@’
020 = [sinf  cosf | |sinf  cos®
_ [eos@cos® —sinfsing —cosfsind — sin6cosd’
~ |sinfcos® + cosfsing’  —sinfsin’ 4 cosbcos’

[cos(0+¢') —sin(6 +0")
|sin(6 +0")  cos( 4 0")

= Ap+or
= Ay Ag.

(b) They are 27-periodic, i.e. Agior = Ap.
Since cos(f + 2m) = cos# and sin(f + 27) = sin §, we have:

cos(f + 2m) —sin(f + 27r)} _ [cos 6 —sinf

Apior = |:Sin(9 +2m)  cos(0 + 2m) sinf  cosf

| =0

(¢) They rotate the unit vector e; by 6 degrees to the vector {

Agey = |:COS€ —sin9] [1}

cos 0
sinf |’

sinf cosf | |0
~ |cos®@
©|sinf|”
(a) Tf A = B ﬂ find A~1,

To find the inverse of a 2 x 2 matrix, we can use the formula:
1 d -b
At = —
det(A) { a ] ’

Z] and det(A) = ad — be # 0.

In this case, a = 1,b=2,¢=3,d =4, and det(4) =1-4—-2-3 = —2.

Thus,
A1 i 4 =2 _ -2 1
—-21-3 1 3/2 —-1/2|°

To show that AA~! = A1 A = I,, we compute the products:

where A = [a
c

el A Py

1 0
_|:0 1:|_I27
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Not every matrix has an inverse. A 2 X 2 matrix A is invertible if
and only if its determinant det(A) = ad — be # 0.

(b) To solve the system Az = [ﬂ , where A is invertible, we can use the

formula © = A~ 1.

rma )
AN
-1

(c) Toshow that (AB)~! = B~'A~! we compute the product (AB)(B~1A~!):

(AB)(B~'A™Y = A(BB hHA™!
= ATA™!
=AA7!
=1

Similarly, we compute the product (B~tA~1)(AB):

(B'A Y (AB) =B '(AA™Y)B
=B 'IB
=B !B
=1.

Therefore, (AB)™! = B71A~L.

(d) Suppose A is an n x n matrix such that all values in A* are bounded
by r* for any k.
We need to show that I,, — A is invertible and

(I, —A) ' =T+ A+ A+ ..



Note that the expression on the right is well-defined, since each entry
is bounded in absolute value by 1 4 r 4+ 72 + ... 1;7 which is finite,
and therefore converges by the Absolute Convergence Test. Let

B=I+A+A+A%+...
Then (I, — A)B = B(I,, — A) = I,,. To see this, note that
(I,—A)B = (I,— A) (I, + A+ A+ A3+..)) = [+ A+ A* .. —A?—A3— . =1,,
and similarly,
B(I,—A) = (I,+ A+ A4 A3 4. )(I,—A) = [+ A+ A% 4. —A-A%— . =1I,.
Since (I,, — A)B = B(I,, — A) = I,,, we have

(I,-A)'=B=T+A+A%+ ..

4. To find a linear transformation R? — R? mapping the vector B] — [ﬂ

-2 1 . . .
and the vector [ 1 } — [1} , we can write the transformation matrix T’

as follows:
a b
T [ d] .
We need to find the values of a, b, ¢, d such that:

R I T

Solving these two systems of equations, we get:

a+b=1 —2a+b=1
and
c+d=2 —2c+d=1

Solving the first system, we get:

b=1—a and d=2-c

Substituting these expressions into the second system, we obtain:

—2a+1—a=1
—2c+2—-—c=1



Solving this system, we find « = 0 and ¢ = % Then, b=1and d = g So,
the transformation matrix is:

T 3.

3 3

. Show that W C R = {(z,y,2) : * + y + 2z = 0} is a linear subspace. We
need to show that W is closed under addition and scalar multiplication.

Let u = (21,y1,21),v = (22,Y2,22) € W. Then x14+y1+21 = z2+ya+22 =
0.

For any scalar «, we have:

ou = (axy, ayr, az).

We need to show that au € W:

azry + oy + az; = a(zy +y1 + 21) = a(0) = 0.

Thus, au € W. Now we need to show that u+v € W:

(w1 + 22,51 + Y2, 21 + 22).

We need to show that (z1 4+ x2) + (y1 + y2) + (21 + 22) = 0:

(z1+22)+ (Y1 +y2) + (21 +22) = (T1+y1+21) + (22 +y2+22) =0+0=0.

Thus, v+ v € W. Since W is closed under addition and scalar multipli-
cation, it is a linear subspace.

To find a set of linearly independent vectors that span W, consider the
vectors:

1 1
u=|—1 and v=1|0
0 -1

These vectors are linearly independent and satisfy the equation x+y+2z =
0. Any linear combination of these vectors will also satisfy the equation
and belong to W. Therefore, they span W.

The dimension of W is the number of linearly independent vectors in the
basis. In this case, the dimension of W is 2.



